OVERVIEW

• Emerging technologies have the potential to provide flexible and tailored mental health support, lower barriers to accessing mental healthcare, and offer insights into the mental health and wellbeing of individuals and populations.

• Mental health technologies raise ethical concerns relating to reductions in face-to-face contact; the effectiveness, quality, and safety of care; exacerbation of health inequalities; and data privacy and security.

• Healthcare providers and developers should take into consideration that:
  Many people affected by mental health problems do not have access to or are reluctant to use mental healthcare technologies. If these are to become widely adopted in the future, there should be choice about using them.

Technology solutions should not divert resources from other important forms of mental healthcare and support and should be used as an addition to what is already available, rather than a replacement.

Evidence is needed on which technologies are safe and evidence based, and which are not.

• Challenges ahead include improving the evidence base for mental health technologies, ensuring appropriate regulatory frameworks to help users, healthcare professionals, and developers navigate the market, and involving potential users, their families, and care professionals in the development and regulation of technology.
INTRODUCTION

Recent years have witnessed the rapid development of technology for the assessment, monitoring, and managing of mental health conditions and for improvement of mental wellbeing. Technology is developing at speed and many expect it to provide innovative solutions for many challenges faced by mental health services.1

The shift towards new contactless forms of mental health support has been accelerated by the COVID-19 pandemic and the consequent increased exposure of the population to remote healthcare technologies.2

This briefing note summarises emerging technological advancements and the potential ethical and social issues that their application in mental healthcare might raise. Our work was informed by a series of engagement sessions with people with lived experience of mental health problems organised by Rethink Mental Illness.3

MENTAL HEALTH IN THE UK

Research suggests that mental distress is increasing in the UK population.4 Commonly experienced mental health problems include depression and generalised anxiety.5 The proportion of children and young people reporting experiencing mental health problems has also increased over the last few years, with rising rates of self-harm behaviours and suicidal thoughts.6

The fear, stress, and social isolation brought by COVID-19 have affected many people’s mental health.7 This adds further pressure on mental health services, already stretched by a shortage of workforce and resources.8

INTEREST AND INVESTMENT IN TECHNOLOGY

The demand for technological forms of mental health support has grown in recent years. In the UK, the number of people searching for mental health apps increased substantially during the COVID-19 pandemic.9 Investment in mental health technology is also rising. Global funding for mental health tech start-ups reached $5.5 billion in 2021.10

There is interest in the application of mental healthcare technologies within the NHS.11 In England, digital therapy is already available as part of the Increasing Access to Psychological Therapy (IAPT) programme. The NHS plans to further expand access to digital support in the coming years and to leverage technology to tackle anxiety and depression in children and adults.12

EMERGING TECHNOLOGIES IN MENTAL HEALTHCARE

This section provides examples of emerging technologies that could come into widespread use in the future.

SMARTPHONE APPS AND CHATBOTS

Smartphone apps can offer flexible support, tailored to individuals’ lifestyles and needs. Some apps are designed to improve wellbeing through activities such as meditation, self-help exercises, and mood tracking practices. Others use artificial intelligence (AI) to operate a chatbot and simulate conversations with users in order to provide assessments and suggestions to improve wellbeing.13

Some apps aim to provide clinical support for people with mental health conditions. While particular attention has been given to mild depression and anxiety, apps for the treatment of severe conditions have also been developed.14 These are usually based on principles derived from
existing therapeutic methods, such as cognitive behavioural therapy (CBT) and relaxation training. For example, some CBT-based apps teach people to manage depression by encouraging them to track symptom severity over time and keep a thought diary.15

**PREDICTIVE ANALYTICS**

Digital phenotyping involves the collection of data outside of clinical settings to get insights into the behaviour and mental health of individuals and populations. Smartphones, wearables, and other devices with sensors are sources of a large amount of physiological and behavioural data.16 By monitoring changes in location, phone interactions and physiological measurements, researchers have been able to monitor treatment adherence and response in psychiatric patients, with the aim of helping to prevent relapses.17 The analysis of content posted on social media can also provide insights into the mental health of users.18 Facebook has developed an algorithm to identify posts from people who might be at risk of committing suicide or self-harm.19

With advances in AI and computer science, it may be possible to use digital data to make predictions about people's mental health. In the future, machine learning (ML)20 and natural language processing (NLP)21 techniques could be used to predict people's likelihood of developing a mental health condition or possible clinical outcomes.22 Researchers at the Alan Turing Institute are investigating whether NLP analysis of transcribed speech could help predict who is likely to develop psychosis in a population of at-risk individuals.23 If integrated with other information, the collection of speech data via personal devices could help clinicians track the progression of disease over time.

While methodological and technical limitations need to be addressed to draw definitive conclusions, including the need for larger sample size, there are hopes that digital phenotyping and computer science techniques will be able to help inform clinical decision-making in the future.24

**IMMERSIVE TECHNOLOGIES**

Over the past twenty years, researchers have investigated the use of virtual reality (VR) for the treatment of conditions such as phobias and post-traumatic stress disorder (PTSD).25 Recently, experimental studies have focused on the development of fully automated forms of support that can be delivered without the involvement of human therapists. A new automated VR therapy that targets social anxiety in patients with psychosis is currently being tested in several NHS Trusts as part of the gameChange clinical trial.26

As it becomes more affordable, immersive technology is also starting to play a role in promoting mental wellbeing. Meditative games are reported to help players develop a range of skills to manage stress and anxiety. In the meditative game Deep, users are led into an underwater world that can be controlled through diaphragmatic breathing with the help of a breath belt. The aim is to enable players to learn long-term meditative breathing and emotion regulation skills to help manage stress and anxiety, as well as improve mood and relaxation.27

**CONSUMER NEUROTECHNOLOGY**

Brain recording and stimulation devices were previously accessible only to clinicians and researchers. Now, these tools can be purchased directly by consumers with claims they can enhance wellbeing, reduce stress and anxiety, and improve mood. For example, by wearing a portable electroencephalography (EEG) device during meditation, electrical activity in the brain can be recorded and transferred to a smartphone application where it is immediately translated into a sensory signal. This real-time sensory feedback guides users during meditation.28

Other neurotechnology devices are marketed for the treatment of psychiatric and psychological conditions. For example, a wearable transcranial direct current stimulation (tDCS) device can be used in combination with psychological therapy delivered through an app to improve symptoms of depression.29 The ethical issues raised by novel neurotechnologies have been explored in a previous Nuffield Council report.30
REGULATION OF MENTAL HEALTH TECHNOLOGIES

Some mental health technologies, such as wearables and apps, are considered to be medical devices and are regulated by the Medicines and Healthcare products Regulatory Agency (MHRA). To qualify as a medical device, software, instruments and other tools must have a ‘medical purpose’. The same tool might not be considered a medical device in a different context.

The distinction between health apps with medical and non-medical purposes can be nuanced, particularly in the case of mental healthcare and wellbeing apps. To help determine whether an app is a medical device, the MHRA has issued guidance on the regulation of software applications. The MHRA is currently in the process of reviewing its regulatory regime and intends to develop more provisions that can be specifically applied to software and AI.

In 2021, NHSX introduced the Digital Technology Assessment Criteria for Health and Social Care (DTAC) with the aim of providing national baseline criteria for digital health technologies entering into the NHS and social care. DTAC are designed for use by NHS organisations piloting, using or procuring digital health technologies.

The National Institute for Health and Care Excellence (NICE) provides an evidence standards framework for digital health technologies. NICE is currently updating the framework to include data-driven technologies that incorporate AI.

The Regulatory Horizons Council is currently undertaking research with the aim of advising the UK Government on regulatory reform required to facilitate the rapid and safe development of neurotechnologies that interact with the nervous system, with a report due to be published by the end of summer 2022.

Many mental healthcare technologies do not fall under the category of a medical device nor are in scope to be assessed for use in the NHS. The regulatory landscape for these technologies has been called “fragmented and not fully developed” and there are calls for more work to help developers navigate the market.

ETHICAL AND SOCIAL ISSUES

Here we describe some of the ethical and social issues raised by the potential use of emerging technologies in mental healthcare. Some of these overlap with the issues raised by the use of telepsychiatry and other forms of online medicine. These have been considered in a previous Nuffield Council report.

HUMAN CONNECTIONS

Technology can play a key role in connecting people, for example by linking service users who may be geographically very distant but who share similar experiences and needs. This may be especially important for people with rare conditions who would normally not have a chance to meet.

If mental healthcare becomes increasingly contactless and automated, it is important to reflect on the impact that lack of human contact may have on those seeking care. For many service users, in-person therapy, community participation, peer and group support, and other activities involving face-to-face interactions can make the difference for improving clinical outcomes. Initial studies examining experiences of care during COVID-19 have shown that while some people adapted quickly and appreciated the flexibility offered by remote care, others experienced exacerbated feelings of loneliness, isolation, a sense of disconnection from communities, and an overall deterioration of mental health.
THERAPEUTIC RELATIONSHIP

Some service users might find it difficult to build a relationship of trust with health professionals without face-to-face contact. This may have implications for clinical outcomes, given the importance of the therapeutic relationships for the recovery process. There are calls for more research on the effects of cultivating therapeutic relationships with non-human agents. Despite recent advances in affective computing, automated systems are still a long way from understanding a person’s subjective experience of mental illness. It is also not known whether machines will ever be able to fully replicate the richness of human emotions and interactions.

EFFECTIVENESS AND SAFETY

Interventions delivered via digital technology can be very effective. Individuals affected by phobias might find it easier to confront their fears in virtual environments compared to real ones, making VR treatments very effective and appealing for some.

Concerns have been raised about the lack of evidence supporting the use of some technologies. Despite having millions of users, most commercially-developed apps have not undergone rigorous scientific testing and, when they have, they often use a small sample size with no follow-up. In addition, studies are sometimes conducted by the apps’ own developers, rather than by independent research teams. As a result, it is not always clear whether these tools are effective or not, and whether they could cause harm. There have been calls for further research on the effectiveness and safety of mental health apps and for the introduction of more robust regulatory frameworks.

Similar concerns have been raised about wearable neurotechnologies. Claims of effectiveness made by developers are often based on the effectiveness of the treatment on which a given product is based, such as tDCS, rather than on the product itself.

ACCURACY

There are questions about how accurate diagnostic and prediction tools need to be for them to be used in clinical decision-making, particularly if these are to be used without the involvement of clinicians. The way in which accuracy is defined is important. In some research studies, accuracy is measured by how closely the tool matches clinicians’ determinations.

Concerns about accuracy also arise in non-clinical settings. For example, some have warned against the use of automated social media content analysis in decision-making in areas such as law enforcement, highlighting that the accuracy level commonly reached by NLP tools is not sufficiently high.

Some ethnic and age groups are under-represented in mental health data sets. Technologies that draw on biased data sets will not have the same accuracy or predictive validity for those groups, potentially exacerbating inequalities in experience of mental healthcare. Questions of reliability and data bias and other issues raised by the use of AI in healthcare are explored in a previous Nuffield Council briefing note.

ACCESS TO CARE

There are inequalities in access to mental health services among some population groups. These include children and young people, people with ethnic minority backgrounds, homeless people, older adults, refugees, and people living in poverty. Technology might increase access to care and could help reach some under-served population groups. For example, virtual support may encourage people to seek help who would not otherwise feel comfortable in doing so, because of the perceived stigma associated with mental illness. Others might feel less judged or embarrassed in disclosing symptoms to virtual agents.

As highlighted during the COVID-19 pandemic, increased reliance on technology can exacerbate inequalities by excluding individuals and communities who experience difficulties in using or accessing technology, or those for whom home is not a private or safe place, such as victims of domestic violence. Factors that influence access to and use of technology include health and digital literacy, socio-economic status, age, ethnicity, and level of education. Significantly, many people affected
by mental health problems do not have access or are reluctant to use technology and therefore start from a position of digital exclusion.\textsuperscript{63}

If mental healthcare systems increasingly rely on technology, questions arise on what technological interventions are prioritised by developers and why. Mental health technologies tend to focus on the most common mental health conditions, such as mild anxiety and depression.\textsuperscript{64} This might lead to more technological interventions being available for common mental health conditions than for rarer conditions.

**INDIVIDUAL RESPONSIBILITY FOR HEALTH**

The availability and use of mental health technologies might increase individual responsibility for mental wellbeing.\textsuperscript{65} Technology could empower people to take responsibility for their own health, for example by increasing access to information about mental health and encouraging self-reflection and self-care. However, in order to be empowered, people need to have access to technology and have certain levels of health and digital literacy (see above).\textsuperscript{66}

It is also important to reflect on the possible impact that an increased medicalisation of everyday life can have on individuals.\textsuperscript{67} People might become excessively preoccupied with changes in mood and behaviour and experience anxiety, or they might worry unnecessarily that these could be interpreted as symptoms of ill health.\textsuperscript{68}

**DATA PRIVACY AND SECURITY**

While some believe all types of health data to be equally sensitive, others argue that mental health information is particularly sensitive.\textsuperscript{69} When personal information is collected and used in the context of mental healthcare, it is important to ensure that transparent data and privacy policies are in place. If mental health technologies become increasingly used in both healthcare and non-healthcare settings, there are concerns that information about a person’s mental health could be used in ways that result in discrimination, justify unnecessary coercive interventions, or be used for commercial purposes that the person did not intend.\textsuperscript{70}

Some have warned of an increased risk of cyberattacks targeting mental health service providers.\textsuperscript{71} Data breaches involving sensitive mental health information could have devastating consequences for users and providers, as shown by recent high-profile cyberattacks to service providers.\textsuperscript{72} There are calls for higher security standards to protect users and support victims of attacks, and for more research to be conducted on implications of mental health data breaches.\textsuperscript{73}

**THE IMPORTANCE OF CHOICE**

Emerging technologies are full of promise by nature and often accompanied by an optimism bias.\textsuperscript{74} However, it is important to recognise that technology might not always represent a good or better solution for everybody, and different people will have different needs.

There are concerns that an excessive focus on technology solutions could divert resources from other important interventions, such as increasing social interactions or tackling the social determinants of poor mental health. This may impact the quality of support, as mental wellbeing depends on a number of intertwined factors, including social connectedness, housing, employment, and education.\textsuperscript{75} If technological forms of mental health support become widespread, service users may fear being left without a choice, especially those whose experience of care has been characterised by a lack of autonomy and choice. In clinical settings, these technologies should be used as an addition to what is already available, rather than a replacement, and alternatives to technological interventions should always be available, including hybrid forms of support.\textsuperscript{76}

**TRUST AND ACCEPTABILITY**

Some mental health technologies involve a high level of surveillance. This may be perceived as excessively intrusive and could undermine trust in mental healthcare and in the organisations that deploy digital technologies, with implications for their acceptance and uptake. If used inappropriately, remote monitoring could increase symptoms of mental distress and anxiety in people with mental health problems,\textsuperscript{77} damage the relationship between service users and clinicians, and breach the basic human right to privacy.
CONCLUSIONS

Emerging technologies for the assessment, monitoring, and treatment of mental health conditions are advancing quickly. They have the potential to expand the choice of treatment options available and to improve the health and wellbeing of individuals and communities. To ensure that mental health technology works for all, there is a need to improve the evidence base for the effectiveness and safety of mental health technologies, ensure appropriate regulatory frameworks to help users, clinicians and developers navigate the market, and involve potential users, their families, and care professionals in the development of technology. It is important that technology improves existing inequalities in access to care and does not exacerbate them. Technology solutions should not divert resources from other important interventions and forms of mental health support, such as increasing social interactions and tackling the social determinants of poor mental health.

There are questions as to whether people would always be able to give informed consent to mental health monitoring and support tools, particularly with direct-to-consumer technologies. Novel technologies may be unfamiliar to many. Users may, for example, consent to specific forms of surveillance and data collection without fully understanding all the implications of their use.

To improve public trust and acceptability, service users, their family, and care professionals need to be involved in research and development of technology for mental health and in the development of future regulation and research priorities.
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